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ABSTRACT
We present how color decorrelation allows visual saliency models to achieve higher performance when predicting where people look in images. For this purpose, we decorrelate the color information of each image, which leads to an image-specific color space with decorrelated color components. This way, we are able to improve the performance of several well-known visual saliency algorithms such as, for example, Itti and Koch’s model and Hou and Zhang’s spectral residual saliency. We show the advantage of color decorrelation on three eye-tracking datasets (Kootstra, Toronto, and MIT) with respect to three evaluation measures (AUC, CC, and NSS).

1 Introduction
There is evidence that specific signals in the human visual system are subject to decorrelation. For example, spatial decorrelation such as lateral inhibition operations are evident in the human vision system, which result in the visual illusion of Mach Bands [1]. Interestingly, Buchsbaum and Gottschalk [2] and Ruderman et al. [3] found that linear decorrelation of LMS cone responses at a point matches the opponent color coding in the human visual system. Decorrelation is beneficial, because adjacent spots in the retina will often perceive very similar values, since adjacent image regions tend to be highly correlated in intensity and color. To transmit this highly-redundant raw sensory information from the eye to the brain would be wasteful and instead the opponent color coding can be seen as a decorrelation operation that leads to a less redundant, more efficient image representation. This follows the efficient coding hypothesis of sensory coding in the brain [4], according to which the visual system should encode the information presented at the retina with as little redundancy as possible.

Many image processing algorithms, including several saliency models (e.g., [5]), process each image color channel separately and subsequently fuse the results. However, the color information that is encoded at each pixel is often redundant and not independent, which might lead to mishandling information that is jointly represented by the color components. For example, quaternion-based image processing tries to compensate this problem by holistically processing the color information as a whole [6], which has also been explored in the area of saliency detection in recent years [7–9]. In contrast, we suggest to decorrelate the image’s color information, which can be seen as being the opposite idea to holistic color image processing. However, decorrelation has the advantage that it can serve as a preprocessing step for a wide range of existing and future algorithms, because the decorrelated color image can either serve as input image for saliency algorithms directly or its decorrelated color components can be integrated as features channels. We consider two well-known decorrelation algorithms (PCA and ZCA) and demonstrate that color decorrelation can significantly improve the ability of various visual saliency models to predict human eye fixations. To ensure meaningful evaluation results, we evaluate the effect of color decorrelation on eight saliency models over three well-known datasets with respect to three evaluation measures. This way, we show that in most scenarios color space decorrelation has a significant beneficial influence on the predictive performance of visual saliency models.

2 Related Work
Since surveying saliency models (see, e.g., [10]) is beyond the scope of this paper, our related work focuses on algorithms that are relevant in the remainder of this paper. Like several other traditional approaches (e.g., [11]), Itti and Koch’s model [12] is based on feature selection, followed by center-surround operations that highlight local gradients, and a subsequent combination step that leads to the final saliency map. Harel’s graph-based visual saliency [13] also follows this approach, but implements it in a graph-based model. In recent years, spectral saliency models have attracted interest (e.g., [5, 9, 14]) due to their performance and computational efficiency. These models manipulate the image’s frequency spectrum to highlight sparse salient regions. Hou and Zhang introduced the first model, which suppresses the magnitude component in the Fourier transform’s (FFT) frequency spectrum [14]. Later, Hou et al. proposed to use the discrete cosine transform (DCT) [5]. Guo et al. [7] proposed to realize Hou and Zhang’s approach using the hypercomplex quaternion algebra to process the image’s color information holistically. Similarly, Schauerte and Stiefelhagen implemented Hou et al.’s DCT-based approach with hypercomplex quaternion algebra (see [9]). To detect salient objects in images, Achanta et al. [15] calculated each pixel’s saliency depending on the pixel’s deviation from the image’s mean color. Consequently, this model only considers global image properties and does not consider the local pixel neighborhood. Similarly, Lu and Lim [16] calculate and invert the image’s color histogram to calculate the saliency model.
Decorrelation of color information has been applied in several areas such as, e.g., color enhancement [17] and color transfer [18]. More importantly, it is highly related to the human visual system and techniques such as the zero-phase transform (ZCA) have been developed and proposed to model aspects of the human visual system [19]. Buchsbaum and Gottschalk [2] and Ruderman et al. [3] found that linear decorrelation of LMS cone responses at a point matches the opponent color coding in the human visual system. However, when modeling the human visual system it is mostly applied in the context of spatio-chromatic decorrelation, i.e., local (center-surround) contrast filter operations [3, 19, 20]. Most related to our approach is Ruderman et al.’s color space [3], which has been calculated on a fixed image set on the basis of a logarithmic LMS color space with zero mean. Since decorrelation is an important aspect of the human visual system, it has also been part of visual saliency models. Duan et al. [21] explored the use of PCA on an image patch level, which is closely related Zhou et al.’s approach [22] in which the image is first segmented into patches and then the PCA is used to reduce the patch dimensions to throw out dimensions that are basically noise for the saliency calculation. Similarly, Wu et al. [23] propose to use the PCA to attenuate noise as well as to reduce computational complexity and translation errors. Luo et al. [24] also use the PCA on a block-wise level to differentiate between salient objects and background.

3 Image Color Decorrelation

Let \( I \in \mathbb{R}^{M \times N \times K} \) be the matrix that represents an image in a color space with \( K \) components. Reshaping the image matrix and subtracting the mean color, we represent the image’s mean centered color information in a color matrix \( X \in \mathbb{R}^{MN \times K} \).

In general, a matrix \( W \) is a decorrelation matrix, if the covariance matrix of the transformed output \( Y = WX \) satisfies

\[
YY^T = \text{diagonal matrix} \quad ,
\]

(1)

In general, there will be many decorrelation matrices \( W \) that satisfy Eq. 1 and decorrelate \([19]\). The most common approach to decorrelation and whitening is to diagonalize the empirical sample covariance matrix

\[
C' = WCW^T = I \quad ,
\]

(2)

where \( C \) is the color covariance matrix

\[
C = \frac{1}{MN} \sum_{i=1}^{MN} x_i x_i^T \quad \text{with} \quad X = \begin{pmatrix} x_1 & \cdots & x_{MN} \end{pmatrix} \quad .
\]

(3)

Here, \( C' \) is the covariance of \( Y \) of the data after the whitening transform \( Y = WX \). However, there are multiple solutions for \( W \). For example, the principal components analysis (PCA) computes the projection according to

\[
W_{\text{PCA}} = \Sigma^{-1/2}U^T \quad ,
\]

(4)

whereas the zero-phase whitening transform (ZCA) [19] calculates \( W \) according to the symmetrical solution

\[
W_{\text{ZCA}} = U\Sigma^{-1/2}U^T \quad .
\]

(5)

Here, the eigenvectors of the covariance matrix are the columns of \( \Sigma \) and \( U \) is the diagonal matrix of eigenvalues. The dimensionality preserving color space transform is given by \( Y = WX \) and results in the so-called score matrix \( Y \) that represents the projection of the image.

We reshape the score matrix \( Y \) so that it spatially corresponds with the original image and this way obtain our decorrelated color image representation \( Y_{\text{PCA}} \in \mathbb{R}^{M \times N \times K} \). Finally, we normalize each color channel’s value range to the unit interval \([0, 1]\). Although not necessary for all saliency algorithms, it is a beneficial step for algorithms that are sensitive to range differences between color components such as, e.g., Achanta’s frequency-tuned algorithm [15]. We can then use the decorrelated image channels as a foundation – i.e., in the sense of raw input, feature, or conspicuity maps – for a wide range of visual saliency algorithms, see Sec. 4.1.

4 Evaluation

4.1 Visual Saliency Algorithms

We adapted the code of the following visual saliency algorithms – which we presented in detail in Sec. 2 – to evaluate the effect of color decorrelation: 1.) Models that rely on center-surround contrast: Itti and Koch’s model (IK; [12]) and Harel’s graph-based visual saliency (GBVS; [13]). 2.) Models that manipulate the image’s frequency spectrum: The pure Fourier transform (PFT; [14]), DCT image signatures (DCT; [5]), quaternion-based DCT image signatures (QDCT) and eigenangle/-axis quaternion Fourier transform (EPQFT; [9]). 3.) Models that rely on global image properties and do not consider the local pixel neighborhood: Achanta et al.’s (AC; [15]) method and Lu and Lim’s algorithm (CCH; [16]).

4.2 Datasets

Since an evaluation on a single dataset is almost always subject to dataset biases, we use three eye-tracking datasets: First, Bruce and Tsotsos’s dataset (“Toronto”; [25]; 120 images that depict indoor and outdoor scenes; 20 subjects). Second, Judd et al.’s dataset (“MIT”; [26]; 1003 images (selected from Flickr and LabelMe; 15 subjects). Third, Kootstra et al.’s dataset (“Kootstra”; [27]; 100 images collected from the McGill calibrated color image database; 31 subjects).

4.3 Measures

Not unlike datasets, evaluation measures often exhibit specific biases and characteristics. Riche et al. [28] group saliency evaluation measures into three classes: First, value-based metrics such as, e.g., normalized scanpath saliency [11]. Second, metrics that rely on the area under the receiver operating characteristic curve (e.g., [10, 26]), which fall into the group of
location-based metrics. Third, distribution-based metrics such as, e.g., the correlation coefficient [29]. We rely on three measures in our evaluation: The area under the receiver operator characteristic curve (ROC AUC), the linear correlation coefficient (CC), and the normalized scanpath saliency (NSS).

### 4.4 Results

Due to space limitations, we can only present the mean performance over all evaluated visual saliency algorithms for each dataset in Tab. 1. Also, we can only present the results for RGB, intensity and color opponents (ICOPP), CIE Lab, and RGB:PCA* as base color spaces. Additional tables with the performance for all eight saliency algorithms and fourteen color spaces are available at http://bit.ly/1E3szPY.

Here, “RGB:PCA*” is a color space that we constructed with a “PCA” based on “RGB” over all images in the McGill dataset. Thus, similar to, e.g., the Ruderman color space [3], RGB:PCA* is an image-independent color space that is highly decorrelated by design (see [18]). And, interestingly, image-dependent decorrelation can significantly improve the results even for such color spaces that exhibit a low correlation by design (e.g., RGB:PCA* and Lab) and not just for color spaces that are highly correlated (e.g., RGB).

Since the performance differences are relatively small – which is also caused by the value range of the evaluation measures –, we want to ascertain that the results are relevant. For this purpose, we perform statistical significance tests. Therefore, we saved each evaluation metric’s score for every image and algorithm. This way, we can use pairwise, two-sample t-tests to test three hypotheses: We can test whether the observed scores come from distributions with different means (i.e., “means are not equal”). Then, we can test whether or not the mean achieved with the raw base color space without decorrelation is greater than the mean of the scores with the decorrelated color space (right-tailed test and left-tailed test, respectively). We perform all significance tests at a confidence level of 95%. Relying on rejected hypotheses and combining the outcomes of the tests, we have statistically strong indicators that decorrelation improved the performance (“>”; i.e., equal and worse means rejected), has at least equal performance (“>=”; i.e., worse means rejected), probably has an equal performance (“=”; i.e., no hypothesis could be rejected), has equal or lower performance (“<”; i.e., better means rejected), or has lower performance (“<”); i.e. better and equal means rejected).

In total, we evaluated 672 configurations (14 color spaces × 8 saliency algorithms × 3 datasets × 2 decorrelation methods) with 3 evaluation measures. As can be seen in Tab. 2, color space decorrelation leads to significantly improved results in 640, 540, and 662 configurations as measured with NSS, CC, and ROC AUC, respectively. In our opinion, these benefits drastically outweigh the 15 of 2016 cases in which the performance is potentially lower (i.e., “<” or “<”).

<table>
<thead>
<tr>
<th>Measure</th>
<th>&gt;</th>
<th>&gt;=</th>
<th>=</th>
<th>&lt;=</th>
</tr>
</thead>
<tbody>
<tr>
<td>NSS</td>
<td>640</td>
<td>2</td>
<td>16</td>
<td>1</td>
</tr>
<tr>
<td>CC</td>
<td>540</td>
<td>27</td>
<td>105</td>
<td>0</td>
</tr>
<tr>
<td>ROC AUC</td>
<td>662</td>
<td>2</td>
<td>7</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 2. Evaluation summary

### 4.5 Discussion

Let us now investigate aspects of color decorrelation and how it can help computational saliency detection. Therefore, we examine the intra and inter color component correlation of the color spaces, which is shown for some exemplarily color spaces in Tab. 3. Here, the intra color component correlation (ICCC) is the correlation of each color space’s individual components (e.g., the correlation the Lab color space’s L and a, L and b, or a and b channels). The inter color component correlation refers to the correlation of the channels of different color spaces (e.g., RGB’s R channel and Lab a channel).

**Does decorrelation depend on the input space?** First of all, the decorrelated color space is not independent from its base color space. This comes at no surprise, because – for example – an antecedent non-linear transformation such as a conversion from RGB to Lab can naturally lead to a different
As a result, we have to neglect the notion of a base color space that naturally supports algorithms that process the color channels independently such as, e.g., DCT. Second, algorithms that use color distances (e.g., AC) benefit from the aspect that color decorrelation can enhance the contrast of highly correlated images, which is the foundation of the well-known decorrelation stretch color enhancement algorithm (see [17]). In case of the PCA, this is due to the fact that the stretched (please recall that we perform a range normalization for all color spaces, see Sec. 3) and thus expanded color point cloud in the decorrelated space is less dense and spread more evenly over a wider volume of the available color space (see, e.g., [17, Fig. 2]).

Can intra color component correlation (ICCC) be linked to visual saliency algorithm performance? Image-specific color decorrelation forms an extreme case of a decorrelated color space (i.e., the ICCC is zero) for which we have demonstrated that it can significantly increase the performance with respect to its base color space. Since it has been noted by several authors that the color space choice influences the performance of saliency algorithms (see, e.g., [5, 9]), it is interesting to investigate whether the performance differences are related to the ICCC of different color spaces. Thus, we calculated the mean performance over all evaluated visual saliency algorithms and the mean ICCC for a wider range of color spaces, see Fig. 1. As we can see, there is a relation between the average saliency detection performance and the underlying color space, which we can quantify by calculating the correlation between the ICCC and the mean saliency detection performance. These correlations are \((-0.879, -0.890, -0.893), (-0.963, -0.897, -0.926),\) and \((-0.878, -0.782, -0.786)\) for (AUC, CC, NSS) on the Toronto, Kootstra, and MIT dataset, respectively. Accordingly, a high intra color component coefficient can be related to a low visual saliency detection performance on all three datasets.

5 Conclusion

We demonstrated that an image-dependent decorrelated color space can be a powerful basis for visual saliency algorithms. We evaluated the influence of decorrelated color spaces on eight saliency algorithms, which lead to significant performance improvements on three eye-tracking datasets with respect to three evaluation measures. Since the saliency algorithms that we chose to evaluate rely on three different saliency detection principles, we are confident that a wide range of other algorithms will benefit as well.
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