Bring the Environment to Life: A Sonification Module for People with Visual Impairments to Improve Situation Awareness
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ABSTRACT

Digital navigation tools for helping people with visual impairments have become increasingly popular in recent years. While conventional navigation solutions give routing instructions to the user, systems such as GoogleMaps, BlindSquare, or Soundscape offer additional information about the surroundings and, thereby, improve the orientation of people with visual impairments. However, these systems only provide information about static environments, while dynamic scenes comprising objects such as bikes, dogs, and persons are not considered. In addition, both the routing and the information about the environment are usually conveyed by speech. We address this gap and implement a mobile system that combines object identification with a sonification interface. Our system can be used in three different scenarios of macro and micro navigation: orientation, obstacle avoidance, and exploration of known and unknown routes. Our proposed system leverages popular computer vision methods to localize 18 static and dynamic object classes in real-time. At the heart of our system is a mixed reality sonification interface which is adaptable to the user’s needs and is able to transmit the recognized semantic information to the user. The system is designed in a user-centered approach. An exploratory user study conducted by us showed that our object-to-sound mapping with auditory icons is intuitive. On average, users perceived our system as useful and indicated that they want to know more about their environment, apart from wayfinding and points of interest.
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1 INTRODUCTION

In order to improve the safety of a person with visual impairment while traveling, one needs to move beyond stationary information about the visual scene (e.g. buildings), as dynamic entities can become a hazard to the user, e.g. knowing in advance that a group of people is coming in one’s direction or that a bike is parked on the sidewalk. This work introduces a framework for helping people with visual impairments navigate in unconstrained environments (see Figure 1) by addressing both static and dynamic scenes and tackling the problem of conveying the recognized semantic information to the user. In this context, we address three questions: (1) How to recognize objects in the environment in real-time? (2) How to transmit this information to the user? and (3) Is the output intuitive and, thus, easy to learn by the target group?

Regarding the first question, we apply computer vision methods to localize objects and demonstrate their effectiveness by “expanding” the users’ perception of the environment.

To answer the second question, there are several ways in which the discovered information can be transmitted to people with visual impairments, the most common ones being speech, vibrotactile feedback, and sonification. Since we want to localize multiple objects in a scene at once, our system must inform the user about several objects in a very short period of time. However, speech is often too slow [21] and vibrotactile output is not versatile enough. Additionally, speech might interfere with the voice instructions from a routing system that tells the user which way to go. Moreover, when used

Note that “intuitive” is used here to mean “directly apprehended” or “readily […] understood” [17].
Sonification is used by many applications to give people with visual impairments access to visual information, e.g. to make graphs accessible [61, 63], to explore graphics or virtual maps [6, 25, 52], to indicate rotation instructions in indoor navigation environments [1], to guide the user or to support navigation tasks [5, 13, 33, 43, 59, 60, 65, 67], or to present nearby features, points of interest, and fixed obstacles [65].

Few of these approaches, however, leverage auditory icons. This sonification method was first used in computer systems in the 1980s [23] and later in both mainstream and audio games [26, 31]. Literature on this subject is scarce, especially with the focus on people with visual impairments.

Ferati et al. propose audemes, which are based on auditory icons, to facilitate interaction with large collections of spoken educational essays for pupils with visual impairments [20]. However, in contrast to our system, they do not apply them to convey objects in a real-time scenario, and the design of the auditory icons does not consider the duration of the sounds.

**Aziz et al.** [5] explore several sonification methods for auditory routes overviews, including text-to-speech, earcons, and auditory icons. They conclude that auditory icons are appropriate to convey information about points of interest. While they do mention that the auditory icons should be intuitive, they also suggest that a training phase should be provided to help users understand the mapping scheme.

Tislar et al. [58] investigate sonifications of objects through music, earcons, spearcons, and lyicons regarding their learnability, the relatedness of sounds, their attributed meanings as well as their intuitiveness. However, they do not include auditory icons and do not evaluate with visually impaired people. Thus, their results are not transferable, as people with visual impairments and sighted people have different preferences for user interfaces [63], as well as different cognitive loads when using them [37].

Dingler et al. [18] propose a work most similar to ours in terms of sonification. They compare auditory icons, earcons, spearcons, and speech used for representing objects in terms of learnability. But this work does not mention any limitation of the duration of the sounds, which is relevant to present various objects in a short time. They also trained the sounds first, while we investigated the intuitiveness first (see Section 4.2). Finally, they exclusively evaluate their system with sighted students.

Some approaches also use computer vision to detect objects in indoor or outdoor environments informing the user via speech [3, 8, 30] or vibrotactile feedback [66]. Recent systems combine speech with other scene recognition techniques such as: landmark recognition (i.e., classifying the location captured in the image) [49], image captioning (i.e., generating a textual description of the entire scene) [39], or multi-labeled image classification (i.e., predicting a list of object classes in the scene) [2]. A disadvantage of these approaches is the use of a phone camera, which is very difficult for people with blindness to hold straight and also impractical when already holding a white cane in the dominant hand [49]. In comparison, our system continuously captures the entire scene, conveys both near and far objects to the user, is hands-free and does not require the user to hold the camera straight trying to capture an object or area of interest.

Other related methods try to incorporate a combination of computer vision systems and non-speech sounds to help the orientation of people in indoor environments [47], to identify known people in the environment through face recognition techniques, to help users find close objects using sonification methods [4, 40, 50, 51, 57], to warn cyclists about objects not in their field of vision [54], to give guidance during road crossing [38], or to warn with beeping sounds when other people block the way [34].

The most relevant approaches are the works proposed by Katz et al. [33] and Presti et al. [45]. Katz et al. [33] use computer vision methods to detect objects in outdoor environments, which are then sonified using 3D sound. The main difference to our approach is that their system can only localize a single class of objects at once upon user’s request. So basically, the user is searching for a certain object. In comparison, we can localize up to 18 different object classes simultaneously and sonify them using different sounds. Presti et al. [45] developed an iOS application to detect obstacles. If several obstacles are detected, the system informs the user about only one
of them by transmitting its distance, size and direction via a combination of a base sound and an auditory icon. In comparison to this approach, our system does not only localize different objects in the scene but also recognizes them. People with visual impairments can use our system both for (1) orientation or macro navigation [56], by hearing static objects like walls, traffic lights, benches, and for (2) obstacle avoidance or micro navigation, by hearing static and dynamic objects at close range like persons or bicycles.

3 OVERVIEW OF THE SYSTEM

In this section, we describe our hardware encompassing four components: a smartphone, a laptop in a backpack, a sunglasses camera, and Bluetooth bone conduction headphones (the latter was first suggested by [65]). The software of our system includes a computer vision module and a sonification module.

We use a commercial, monocular HD camera running at around 25 fps and seamlessly integrated in a pair of sunglasses to capture the surrounding environment. The video frames are transmitted to the laptop through a short, discreet USB cable that starts behind the user’s ear. We run the computer vision module on a laptop consisting of a i7-6700HQ processor, 16 GB of RAM, and a GTX 1070 GPU. A smartphone app [48] is the core of our system and connects the laptop with the headphones, handles the sonification and controls the preferred settings chosen by our users.

Figure 1 summarizes the interaction between the different components: The camera captures objects from the environment and transmits them through Bluetooth to the computer vision module. The detected objects are then transferred to the sonification module, which maps them to sounds and passes them again per Bluetooth on to the user. In one case, the hearing aid of a participant was directly connected to the smartphone instead of the headphones.

3.1 Computer Vision Module

In the following, we describe how we localize objects with computer vision models and, to that end, how we couple fine-grained object localization with depth estimation maps.

3.1.1 Choice of Objects. We analyzed several projects dealing with navigation systems for people with visual impairments as well as interviews with people from the target group to learn which information is important to the users [16, 29, 35, 62]. Based on this analysis, we selected the objects that meet the needs of people with visual impairments. We then compared the obtained list with the objects available in the datasets, resulting in 18 object classes (Table 2 shows an overview of the selected objects). These represent static and dynamic objects that can appear in urban environments.

3.1.2 Data Annotation. Since only a subset of the selected 18 classes are included in COCO [36] (a dataset for instance segmentation), we augmented labels from the COCO-Stuff [11] benchmark containing pixel-wise annotations. In total, we trained on around 80k images annotated with pixelwise labels of our 18 selected classes. The data is biased towards some classes, such as “car” and “person” which are frequently present in the dataset, while images including classes like “stairs” are scarce. Nonetheless, we had at least 800 images for each of our selected classes which we used to train the deep-learning models.

3.1.3 From Semantic Segmentation to Instance-Recognition. We experienced a discrepancy between localization types as COCO-Stuff includes only labels used for semantic segmentation. Thus, COCO-Stuff comprises object masks in the form $height \times width$ with natural numbers between 1 and the number of classes. Each value in these matrices associates the corresponding pixel with one of our classes. In comparison, the labels in COCO are in the form of instance segmentation annotations with bounding boxes surrounding each object and associated segmentation masks. More specifically, for each image, we had a set of annotations of the form: bounding box, binary mask (values of 0 and 1) of the size of the bounding box, and the class of the current instance.

Since we had annotations for two different problems, we needed to either change our model to be able to handle both tasks or transform the labels from one task into the other. A possible solution is to directly transform the instance segmentation labels to semantic segmentation ones. This strategy is straightforward, as one can directly map the masks into the image. However, this deprives the model from the ability to distinguish between different instances, such as counting. Thus, we proposed to transform the semantic segmentation task into the instance segmentation setting, allowing the model to discriminate between instances. To do this, we employed the following protocol: (1) We divided the segmentation labels from COCO-Stuff class-wise obtaining binary maps for each class. (2) If a class was present, we calculated the smallest bounding box enclosing the pixels of the mask. (3) Finally, we combined these annotations into instance segmentation labels comprising the class, the enclosing bounding box, and the mask.

3.1.4 Object Recognition with Mask-RCNN. To localize the objects in a scene, we employed the popular Mask-RCNN [15] model for instance segmentation that implements a detect-and-segment strategy. This consisted of detecting the object, cropping the detected object from the scene using ROI-Align [15] and then generating the binary mask and the class of the detected instance. The network

![Figure 2: Computer vision module: object detection (YOLO [46], left), instance segmentation (Mask-RCNN [15], center), and depth estimation (MonoDepth [27], right) of an image captured by our camera.](image-url)
was trained end-to-end with all the annotations from COCO, as well as the annotations that we mapped from the COCO-Stuff dataset.

3.1.5 Monocular Depth Estimation. Depth estimation methods approximate the distance of the captured scene to the camera. We employed a deep architecture that is able to generate the depth values from a single image. Thereby, we leveraged the popular MonoDepth network, an hourglass model comprising an encoder and a decoder. While the encoder decreases the size of the feature maps for an expansion in the receptive field, the decoder increases the shape of the feature map back to the original size of the image. The final prediction is a matrix of real values of the size height × width. Since the network requires ground truth depth values during the learning phase, we evaluated two datasets containing depth maps. The benchmarks that we evaluated are: the popular large-scale KITTI dataset [24] as well as the outdoor Cityscapes benchmark [14]. While in KITTI the depth maps were computed using a Velodyne LiDAR scanner, Cityscapes employs two stereo cameras. As confirmed by our experiments, the model trained on KITTI was able to generate more precise depth maps. Thus, in the following, we report results of the MonoDepth model trained on KITTI.

3.1.6 Combining the Depth Values with the Semantic Information. To generate the final output of the computer vision module, we combined the detected instances with the depth estimation. For each instance, we used the mask to obtain all the depth values of the corresponding object. We approximated the final distance of the camera to the object instance by averaging this set of depth values. For obtaining the x-displacement, we used the location of the center point of the instance. Finally, we generated the set of instances with the following associated information: the object class (from the Mask-RCNN model), the distance to the object (extracted from the Mono-Depth network), and the x-displacement (approximated from the location of the instance found by the Mask-RCNN model).

3.1.7 Technical Evaluation. We evaluated the Mask-RCNN instance segmentation model on 278 frames of a video sequence captured by a blind participant with the sunglasses camera. The network achieved a mean Average Precision of 65% at an intersection over union of at least 0.5 and averaged over the 9 object classes that were present in the video sequence (bicycle, bus, car, motorcycle, truck, person, stop sign, bush, and wall).

3.2 Sonification Module of the Interface

In this section, we describe how we chose the sonification type, created the sounds, and how we mapped the objects to auditory icons.

3.2.1 Choice of Sonification Method. In our system, we used sonification for announcing objects and their position with respect to the user. To better understand sonification within a navigation context, we conducted a survey of existing systems and theoretic sonification concepts in advance. The results indicated that for object recognition, auditory icons combined with parameter mapping (parametric auditory icons [53]), are best suited. The only parameters that we mapped to object data were loudness (mapped to object distance) and panorama (mapped to x-axis displacement). This means that we only need to use one auditory icon for one object class and can set the parameters in real time. The second preferred method is to combine spearkers with parameter mapping for displaying information about objects.

3.2.2 Creating the Sounds. We sonified all objects with distinct sounds by creating an auditory icon for each object. Additionally, we used the parameter mapping approach to map distance to volume and displacement on the x-axis to stereo sound (panning). Panning of an audio signal is the procedure of making the sound seem to come from a certain direction, in our case from the object. Mapping distance to volume has the advantage that far away objects, which are less important or less urgent, will be more quiet and will therefore not mask environmental sounds.

To create the auditory icons, we chose sounds that are intuitive and thus can be easily matched with an object, e.g., a bicycle was represented by the turning sound of a bicycle’s wheel. The sounds for “wall” and “door” are similar since both belong to building.

The sounds have to be extremely short since there are usually several objects in one frame which are played sequentially. So we aimed at creating sounds no longer than 500 ms—the shorter the better, while keeping intact their conceptual mappings. This was a very difficult task, as sounds lose their recognizability very quickly when shortened. As an example: the object “stairs” is represented by the sound of a person going down two steps on a wooden stair. When shortening the sound, the object “stairs” can not be recognized anymore. In the end, the duration of the 18 sounds ranged between 240 ms (dog) and 850 ms (truck) with the exception of traffic light, which exceeded 1 second (1240 ms).

We compared the durations of our auditory icons in milliseconds (ms) with the durations of their corresponding spoken words. The speech was generated using espeakers [12], a free GTK+ frontend for espeakers [22], with the German-ambrola-5 voice, the default speed of 175 words per minute and a delay of zero. For all our 18 sounds, the average duration is 538 ms for the auditory icons and 660 ms for speech—which is 23% longer. The difference is 122 ms and the standard deviation (SD) 230 ms. When omitting the sounds for traffic light because of its exceptional long duration, the average difference between auditory icons and speech is 164 ms (speech on average 33% longer), SD = 151 ms. This shows that the chosen auditory icons are shorter than speech and are thus more suitable for our task.

The fact that our sounds 2 are so compact has another advantage: they do not resemble as much the original, natural sounds, so they are more easily distinguishable from environmental sounds. This is a key aspect when using a system outdoors.

3.2.3 Mapping Localized Objects to Auditory Icons. The objects localized by the computer vision module were converted to sounds according to the mapping described in the previous section. The following procedure guaranteed that only the most recent localized objects were sonified. Once the system was turned on, the first captured frame was processed and all localized object instances were sorted by the distance to the camera (i.e., user). Next, the items were filtered based on the user’s configuration regarding the object selection and the range at which objects should be localized. Finally, the objects were sonified and the auditory icons were played sequentially starting from the object with the shortest distance to the

2The sounds for the 18 object classes can be downloaded at https://www.ssz.kit.edu/accesslab/downloads.
user. The closer the item, the louder the sound. The displacement of the object on the x-axis mapped to sound panning, so the user heard the sound as if coming from the object itself on the horizontal plane. Our system discarded all subsequent frames until the auditory icons of the first frame had finished playing. Then, the next most recent captured frame was processed. We processed at most one frame per second, allowing the sonification to play during the remaining time window. Depending on the duration of each auditory icon played (in our case between 240 and 1240 ms), and on the number of objects identified in the current frame, the system could play between 0 and 4 sounds per second.

When the user selected a large number of object classes to be localized, the system often had to sonify more than four objects in one frame. Subsequent frames were discarded until all objects had been sonified and played out. Thus, the user received a detailed overview of the scene, at the expense of a timely feedback, as the system only processed one frame in a few seconds. When the user picked only few object classes, or reduced the distance at which objects should be localized, most of the time, up to four objects are localized and sonified in one frame, so that the system had to process only one frame per second.

The user could then leverage the information from the different frames to observe the change in environment by tracking certain objects as he walks.

3.2.4 Adaptability of the Interface. The sonification of each object could be individually turned on and off from the interface and the maximum distance of the objects could be changed at any time. By default, the distances were as follows: for vehicles (cars, motorcycles, buses, trucks, and trains), it was 30 m, for bicycles 15 m, people and dogs 10 m, and static objects 10 m. This means that if only cars were turned on and the distance for vehicles was set to 15 m, then only information about cars within 15 m from the camera was transmitted to the user.

4 USER STUDY AND EVALUATION

We pre-evaluated the sounds and the interface with two sighted accessibility experts before we conducted our user study. We evaluated our interface and the system in an exploratory study with five people with visual impairments. According to Nielsen [42] and Pernice et al. [44], five people are sufficient to qualitatively evaluate a system and to draw design implications. Aziz et al. also argue that fewer participants is “common practice when working with a niche population” [5]. The general aim of our study was to investigate whether and how an object localization module based on computer vision and combined with a sonification interface can be helpful to people with visual impairments. To that end, in our study, we address the following questions:

- (1) How to design the interface to meet the users’ needs?
- (2) Are auditory icons suitable to convey information about objects in a scene?
- (3) Are the mappings of objects to specific auditory icons appropriate to facilitate memorizing them?
- (4) Is the computer vision algorithm fast enough to localize multiple object instances in real-time?
- (5) Which objects including obstacles, points of interest, and orientation landmarks are most important for people with visual impairments?

4.1 Participants

Five male adults with ages ranging from 21 – 50 years, and an average age of 30.2 years (SD 11.7) participated in the study. One of them (P1) was severely visually impaired and could see objects at 10 – 20 m ahead, depending on the light conditions. Two (P2, P4) were congenitally blind and could not see at all, and two (P3, P5) were legally blind according to German law, one of whom (P3) could see objects at very close range, according to his own statements. All of them travelled most of the time alone and on foot and four also used public transportation besides walking. Three out of five (P3-P5) used digital navigation aids, one (P2) very rarely and one (P1) not at all. All participants had received mobility training before. Four of them had a white cane and used it during the evaluation. One (P3) had neither a white cane nor a guide dog. An overview of the participants is given in Table 1.

4.2 Methodology

We started our study by explaining the main idea of the system and the procedure to the participants. The subjects then signed the statement of consent and filled in a questionnaire on demographics. The study was divided into four phases: sound evaluation, outdoor evaluation, assessment, and comparison of two sonification methods. The duration of the entire study was around 2 – 3 hours per participant.

(1) Sound evaluation phase. The participants were first accustomed to the auditory icons, while we also tested the intuitiveness and learnability of the sounds at the same time. In a first step, we read aloud the list of 18 objects. Then, the sounds for all objects were played in a random order, and after each sound, the participants were asked to guess the object it represented (testing the intuitiveness). If the participant was not able to guess it correctly, the test leader told them the object name as well as the conceptual mapping (how the sound was created and how it relates to the object). Any sound could be repeated upon user’s request. In a second step, the sounds were played again in a random order to test if the participants could remember them correctly.

(2) Outdoor evaluation phase. After the evaluation of the sounds, we asked our participants to walk on a familiar urban route and say aloud everything they were thinking [41] to retrieve as many comments as possible. With this evaluation, we wanted to learn how people with visual impairments use audible information about the outdoor environment. The test leader accompanied the participants, ensuring their safety and taking notes. The session was recorded with an action camera carried by the participants and attached to the backpack strap.

(3) Assessment phase. After the walk, the participants were asked to fill in a questionnaire that was partially based on the “I like, I wish, what if” method [32]. We asked them: (1) what they liked, (2) what they did not like, (3) suggestions that may not have a link to the prototype; and additionally, (4) how useful they found each of the 18 object classes (on a Likert scale rating from 1 to 5) and in what situation, (5) to name three other relevant objects not included in the test, (6) at what distance and (7) at which angle should objects be identified, (8) if they liked the camera integrated in the glasses, and (9) if and in what situations they would use the system.

(4) Comparison of sonification methods phase. Although auditory icons were our main interest, we also wanted to see how
they compare to spearcons in terms of intuitiveness and users’ subjective assessment (like/dislike). At the end of the study, we tested the intuitiveness of spearcons in the same way as for auditory icons. We played the spearcons in random order, and asked the users to guess which object it represents. Users were also asked which approach they prefer, auditory icons or spearcons.

### 4.3 Results

We evaluated our study by analyzing (1) the times and success rates from the sound evaluation phase and (2) the questionnaire together with the comments given by the participants during their walk. From the questionnaire, we wanted to find out what objects in general were most relevant to people with visual impairments during navigation. Moreover, we wanted to learn how the users intend to use the interface in general regarding the number of objects and the maximum distance at which objects are announced.

#### 4.3.1 Intuitiveness and Learnability of the Object-to-Sound Mapping

We evaluated the intuitiveness of the auditory icons by analyzing the success rates of the participants in guessing which sound belongs to which of the objects. In a second round, we checked the learnability rate by assessing how easily the participants remembered the object classes associated with the sounds, as proposed by Hermann et al. [28].

The values of the rating were as follows:

1. if the user did not guess or did not remember the meaning of the sound
2. if the user guessed or remembered the sound after thinking for longer than 3 s
3. if the user guessed or remembered the sound within less than 3 s

Table 2 shows the average intuitiveness rates for all five participants (note that we are missing 3 values for intuitiveness and 2 values for learnability, from 180 values in total). The most intuitive sounds were “bicycle”, “door”, “bush”, “dog”, and “motorcycle”. The least intuitive sounds were for “truck”, “stop sign” and “bench”. “Truck”, however, had the highest learnability rates, possibly also because the sound was very stringent and different from most others. Once the conceptual mapping was known, the sound was indeed easier associated with a truck. For “stop sign” and “bench” it was difficult to find a good conceptual mapping. The sound for “stop sign” was the “beep” tone that some car navigation systems make to indicate a traffic sign. The sound that we used for “bench” is very similar to the one for “chair” (we selected them this way as the two concepts are similar), but this caused them to be frequently confused. We logged the time of four participants until they chose the correct auditory icon. It took them on average 8.5 minutes (SD 2.15 minutes) to guess correctly the auditory icons for the 17 classes (we excluded “stop sign”, which was simply introduced by the test leader). Explanations and comments from the test leader as well as the time for playing the sounds are also included in the guessing time. The average learnability time for all 18 objects for these 4 participants was 3.2 minutes. Given the times and the rates for both intuitiveness and learnability, we infer that the sounds used were easy to learn, and some of them even intuitive. It will have to be further analyzed whether the poor intuitiveness rates for some sounds are due to the conceptual mappings or the sound design.

For spearcons, the average intuitiveness rates for all users and all objects (for P1 we only have the intuitiveness rates for 5 objects) was 2.5 out of a maximum of 3.0 (SD 0.5). This is much higher than for auditory icons, which only had an average intuitiveness rate of 1.7 (SD 0.5). This could be caused by the fact that the words are already hidden in the compressed sound. All users said, however, that they prefer auditory icons. There could be a bias here, as the spearcons were evaluated at the end of the entire study, when the users were already accustomed to the auditory icons. The comment of P5 also suggests this: "I think the others [auditory icons] are more feasible, because it’s easy… It’s intuitive. You have to learn it first, but when the brain made the connection, it’s just as if I were hearing a car coming from behind. Maybe this also works with words, but it will have to be evaluated." Thus, spearcons are in any case intuitive and, thus, suitable for sonifying objects, but another study is necessary to investigate whether they are better than auditory icons.

We suspect that auditory icons are easier to distinguish but when the brain made the connection, it’s just as if I were hearing a car coming from behind. Maybe this also works with words, but it will have to be evaluated."

Table 2 shows the assessment of the participants when asked about the importance of objects during navigation. The most useful objects selected by our subjects were stairs, traffic lights, Bush, Door, Bicycle, and "bench".
bicycles, and motorcycles, all crucial during critical situations. When looking at the object “walls”, it did not rank very high, but for one participant (P5) it was the most important object class, as it informed him about the existence of buildings, which in turn helped him to orientate. When asked in what situation the users found objects useful, the answers differed. P2 for instance only wanted to know about stationary bicycles, while P3 only about moving ones. P4 could hear walls anyways and, thus, did not need to know about their location at all, P3 only needs walls when it is dark outside, and P5 found them the most useful object class. This shows that the choice of objects is very personal and diverse, and depends on the users’ navigation attitudes [64]. Thus, it is essential that a system offers the user the possibility to choose from a larger set of object classes. When asked to name three other objects that they find relevant and were not part of the test set, the participants mentioned: pole (P2, P3, P5), garbage can (P4, P5), tree (P3, P4), water: brook, river, lake (P2), puddle (P1), fountain (P3), mailbox (P1), bus stop (P3), open trunk (P4) and truck’s loading dock (P4).

4.3.2 Assessment of the System in General. The participants appreciated the idea of the system in general. One of them said “I like that you get a lot information from the environment, what happens left and right.”, and another one added “It tells me things that I don’t perceive otherwise.”

The audio interface based on auditory icons and parameter mapping was rated very positively. Two participants (P3, P4) said that they were positively surprised by the interface, as they expected speech to be used. Others also liked the panning (P1, P3, P4) and distance to loudness mapping (P3). Two other participants (P1, P2) praised the interface in general and said they were astonished that one can learn the sounds so fast. P5 remarked “Sounds don’t disturb much; one gets used to them quickly”. He also commented that “it is similar to sight: one turns the head and perceives what’s there - direct feedback - quite cool”. Thus, we conclude that the sonification chosen enabled the users to profit from the interface very fast. The comments strongly support the results of our survey that auditory icons combined with parameter mapping are suitable for object localization.

All of the participants named at least two objects that they found very useful. They appreciated that one can choose from so many object classes, and configurability of the system was assessed paramount. Each participant had his own set of preferred objects, according to the ranks and also comments. We also found that the preferred distance for the object classes is different for each person and may depend on the degree of impairment: P2 and P4, who are blind from birth, would mainly use the system short range (up to 10 m for most things), while P3 and P5, who have some minimal residual sight, found larger distances best. Regarding the angle at which objects should be identified, 4 out of 5 participants said that at least short range, the angle should be wider than the one of the white cane, if possible full range. P2 commented that for searching objects such as a park bench, the angle should be wider, while for obstacle avoidance the same angle as the span of the white cane is sufficient, but at a greater distance. There are several possible reasons for this divergence in opinions, including: the individual’s orientation and mobility proficiency, environment familiarity, changes in environment, or navigation aids [7].

Users appreciate the inconspicuousness of the camera integrated into sunglasses. However, they suggested that the lenses should be exchangeable with transparent ones when needed, so as not to disturb their residual perception of light, as it is helpful for navigation (P1, P2). Moreover, they also proposed that a camera should be wireless, and one of the users mentioned that the temple stem interferes with the frame of the bone conduction headphones. One participant (P1) wished he was able to change between a chest camera and one mounted on glasses. Two participants (P3, P5) proposed a headband similar to headlamp or only a light frame under the eyes instead of the full glasses (P5).

The participants were interested in further using the system to orient themselves (walls, traffic lights), to find things (bench, car/taxi, person), and to avoid obstacles (bicycle, car, person). According to P1, the interface can be improved such that dangerous dynamic objects are more prominent. The comments of the participants in general point out that orientation strategies and needs differ very much between people and, thus, supporting systems require a high adaptability to the users’ needs which corresponds with the findings of Williams et al. [64].

5 DISCUSSION AND DESIGN IMPLICATIONS

We investigated through an exploratory study how information about the environment can be conveyed to people with visual impairments when walking outdoors. In this paper, we demonstrate the feasibility of using a camera-based system to localize multiple objects and to pass this information on to the user via sonification. We observe several issues regarding the camera, the creation of the sounds, the conceptual mappings of objects to sounds, dangerous objects and the interaction with the user interface.

Camera. The advantage of a head-mounted camera is that the camera follows the movement of the head, widening the angle of the surrounding. As a participant expressed it, “It is similar to sight: one turns the head and perceives what’s there”. Moreover, a camera worn on the body is better for people with visual impairments than one held in the hand.

Creation of Auditory Icons. We showed that the sounds can be learned very easily and that on average, they are shorter than speech. Even more, when considering only the 5 most intuitive and easy to learn auditory icons (door, bicycle, dog, motorcycle, and bush), their average duration is 372 ms, while the corresponding speech lasts on average 627 ms - 69% longer (SD=70 ms). Or considering the sound for dog: the auditory icon was the shortest of the 18 sounds, namely 240 ms long, and had an intuitiveness of 2.4 and learnability of 2.8 (out of 3.0). This shows that one can find auditory icons that are very short and still intuitive, thus easy to remember. One participant expressed his preference for auditory icons as follows “I generally prefer sounds. Somehow you perceive them directly while you have to interpret speech (spearcons)”. The main challenge is to find sounds that preserve the meaning but are short enough, such that sufficient information about the environment is passed on the move. It is unclear how many sounds a user can discern and interpret in a short period of time and on a continuous basis. This needs further investigation.

It is possible that advanced users who listen to speech at rates of up to 500 words per minute [19] will profit more from using spearcons instead of auditory icons. However, since not everyone
uses the same speech rate, well-designed auditory icons offer the possibility to address all users.

**Conceptual mappings of objects to sounds.** The conceptual mappings of objects to sounds is a topic that has not yet been explored in detail. For instance, for bicycles, we chose the sound of a spinning wheel, where a flexible object is held in the spokes. The users of our evaluation found this sound very intuitive (average rate of 2.8 out of 3.0) and easy to use (average rate of 2.4 out of 3.0). In the literature, however, a bicycle bell is commonly used [10]. This shows that it is necessary to develop a better understanding of the conceptual mappings of objects to sounds which are most intuitive for people with visual impairments.

**Dangerous objects.** Currently all objects are treated the same. If they occur in the scene, they are sonified and the user will be informed. However, the user must be able to recognize when object positions change significantly and can pose a danger, for instance, those that move towards the user. One possibility would be to track these objects and change the property of the sound or combine it with a certain warning sound.

**Interaction with the User Interface.** Our study showed that the needs and capabilities of people with visual impairments are very diverse. The users exploited the options to switch on and off certain objects while walking (which was accomplished by the test leader during the experiment). For instance, one of the participants dropped the object class “car” because there were too many parked cars along the way, thus this information was not useful. This shows that an assistive system must contain a large pool of object classes from which the users can choose easily and therefore adapt to their needs. The user should either have the option of making changes on the move without stopping, or the system should automatically make changes depending on the environment, task, and user characteristics.

## 6 LIMITATIONS

The promising results of our initial work indicate many possibilities for future investigation. The most obvious one is the hardware: while the system is mobile, carrying a laptop in a backpack is unacceptable, thus, we are currently working on minimizing the hardware. Some users also complained about concomitant use of sunglasses and bone conducting headphones. One solution would be to use glasses that have integrated earphones.

The number of participants in our study could also be regarded as a limitation. A final system should be tested with more users, and with more diverse demographics. However, for a prototype, we consider that five users provide us with enough feedback to drive the development in a positive direction and inform future research.

A comparison between auditory icons and spearcons requires a subsequent test, where both sonification approaches are tested similarly and interchangeably with users - whether with the same users but in interchangeable order or with different users. The problem with our test was that spearcons were only tested at the end, when the users were already accustomed with the auditory icons, so a comparison is difficult to make based only on our data.

The think-aloud method that we used during the user study has several disadvantages: first of all, people may not say what they are thinking [55]; secondly, describing one’s thoughts may be difficult and “alter the process” [55]; finally, it is difficult for a person with visual impairments to talk while walking, since talking interferes with the user’s awareness of the environment. While we cannot influence the first two factors, for the third one, we made sure that the users walk on routes that are well known to them. We also observed that they often stopped in order to make a longer comment. Since we did not record the times walked, this fact did not influence our study.

The computer vision algorithm needs to be further improved, as some objects, such as doors, were poorly identified throughout the test. Others, such as stairs, were wrongly identified, for instance as benches (presumably due to the small number of samples seen during training for these categories). Additionally, since the preferences of the users for object classes were very diverse, including a larger pool of classes to choose from would ensure that more people would use the system.

## 7 CONCLUSIONS

In this paper, we present a mobile system to support people with visual impairments in both micro and macro navigation in an outdoor environment. Our framework combining computer vision with sonification shows great promise in revealing otherwise inaccessible environmental information to people with visual impairments. Our exploratory study demonstrated that parametric auditory icons are best suited for conveying information about objects in the scene to the target users. We also showed that parameterized auditory icons can be learned very fast, despite their shortness. A major finding is that it is crucial for the system to be adaptable to the user’s current needs regarding the object classes and the distance at which objects are sonified. We also found that the objects that are relevant for the pedestrians’ safety, such as stairs, traffic lights, bikes, and motorcycles, were assessed very important. Moreover, auditory icons were considered better than spearcons by all five participants, in the given test setting. In general, we show that sonification and especially auditory icons are a suitable means for enabling people with visual impairments to better understand their environment. Finally, the results of our study will be helpful in developing mixed reality mobility solutions for outdoor use.

The current work will be further developed in different aspects. Considering the sonification method, we intend to further improve and investigate the conceptual mappings of auditory icons with a larger group of participants. In a next step, our goal is to make our computer vision module more portable, i.e., to implement the object localization on a different platform. Furthermore, we plan to introduce additional relevant object classes. We also plan to test our system for objects localization and sonification together with a text-to-speech navigation module in a more extensive study with a larger number of participants with visual impairments.
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